Transferencia de Aprendizaje

Julio Waissman

julio.waissman@unison.mx

Universidad de Sonora



mailto:julio.waissman@unison.mx

|dea basica de transfer learning
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(a) Traditional Machine Learning (b) Transfer Learning




Tipos de
transfer
learning

o |nductivo

e Adaptar modelo existente a nuevos datos
etiquetados

=== Iransductivo

e Adaptar modelo existente a nuevos datos no
etiquetados

s NO supervisado

e Adaptar modelo no supervisado existente a
nuevos datos no etiquetados




¢Que aprende una CNN?

Beesz/

26X26X%256 13x13%256 13x13x384 13x13%x384 6X6X256
55%X55%96

224X224X%3 110x110%x96

« Tomamos 9 unidades por capa al azar
 Buscamos los 9 parches de muchas 1imagenes

(en la 1imagen original) que maximice la
activacion

[Zeiler and Fergus., 2013, Visualizing and understanding convolutional networks]
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Vlsuahzmg deep layers Layer 1
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Vi suahzmg deep layers Layer 2
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Vlsuahzmg deep layers ‘ Layer 3 _
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Vlsuahzmg deep layers Layer 4




Vlsuahzmg deep layers Layer 5,
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Transfer Learning Overview

Input A | ‘
r ' 1 Task A

Layern

Transfer

AnB: Frozen Weights

S

Input B

—I] Task B

AnB*: Fine-tuning
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Conv block 1:
frozen

Conv block 2:
frozen

Conv block 3:
frozen

Conv block 4:
frozen

We fine-tune
Conv block 5

We fine-tune
our own
fully-connected
classifier

Top-1 accuracy (higher is better)

éComo hacer el transfer learning?

5: Transfer + fine-tuning improves generalization

0.64f
3: Fine-tuning recovers co-adapted interactions

0.62} 2: Performance drops

due to fragile
co-adaptation

4: Performance

drops due to
representation
specificity

0.60}

0.58;

0.56

0 1 2 3 4 5 a 7
Layer n at which network is chopped and retrained



Algunos modelos conocidos: VGG-16

224 x 224 x3 224 x 224 x 64

X TX512
1£%x14x512

—

|28 x 28 x 512

1x1x4096 1x1x1000

(=7 convolution+RelLU
() max pooling
fully nected+RelLU
softmax




34-layer residual
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Activation function Activation function
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x (shortcut)
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Algunos Modelos: ResNet



Algunos modelos: Inception

Filter
concatenation
1x1 convolutions 3x3 convolutions 5x5 convolutions 3x3 max pooling

\]/

Previous layer




Algunos modelos: Inception

[ convaluton l inception (4a)
| max pool | inception (4b)
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Algunos modelos: Xception

Depthwise Convolution
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Middle flow

%1% 708 feature maps
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iDonde consultar modelos existentes?

* Papers with code: https://paperswithcode.com

e Tensorflow Hub: https://www.tensorflow.org/resources/models-
datasets

* Model Zoo: https://modelzoo.co

* Hugging face: https://huggingface.co/models



https://paperswithcode.com/
https://www.tensorflow.org/resources/models-datasets
https://www.tensorflow.org/resources/models-datasets
https://modelzoo.co/
https://huggingface.co/models

Neural Style
Transfer

deeplearning.ai



Neural style transfer

Generated 1mage Generated image

[Images generated by Justin Johnson]



Neural style transfer cost function

3

TG = o S L

Content C
\

Generated image G <—
enerated image L./

[Gatys et al., 2015. A neural algorithm of artistic style. Images on slide generated by Justin Johnson]



Find the generated image G

1. Imitiate G randomly
G: 100x100%3

2. Use gradient descent to minimize J(G)

[Gatys et al., 2015. A neural algorithm of artistic style]



Content cost function

J(G) = aJcontent(C,G) + B ]style (S, G)
T

* Say you use hidden layer [ to compute content cost.
* Use pre-trained ConvNet. (E.g., VGG network)

e Let al!© and al'!(%) be the activation of layer !
on the 1images

e If alU(©) gnd all(® are similar, both images have

similar content b ) v Y112
a0 = )™ - N
 — e _/

[Gatys et al., 2015. A neural algorithm of artistic style]


https://www.quora.com/What-is-the-VGG-neural-network

Meaning of the “style” of an image

Say you are using layer I’s activation to measure “style.”
Define style as correlation between activations across channels.

How correlated are the activations
across different channels?

ne

Ny

[Gatys et al., 2015. A neural algorithm of artistic style]
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Intuition about style of an image

Style image Generated Image

,;f\‘ N W%“W —_—

(T a""’==—_

M '"HIHII =

[Gatys et al., 2015. A neural algorithm of artistic style]
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[Gatys et al., 2015. A neural algorithm of artistic style]




Style cost function 1\ (01 ()
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[Gatys et al., 2015. A neural algorithm of artistic style]



Ejemplos

Jose Luis Aguilera Luzania



Ejemplos

Christopher Arce Diaz



Ejemplos

Raul Murcia Yocupicio
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